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Abstract: Probabilistic Timed Automata (PTA) have successfully been applied to discuss 
problems specific to the field of Networked Automation Systems (NAS). This paper 
shows the transition from PTA towards Probabilistic Hybrid Automata (PHA) by intro-
ducing an event triggered variable time version of PTAs. The main idea is to increase ac-
curacy and decrease state space of the underlying Discrete Time Markov Chains (DTMC) 
which are input for those probabilistic model checking algorithms for which these models 
should be used. For a better illustration of the advancement, the approach is applied to a 
typical example from the field of NAS. Copyright © 2006 IFAC 
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1. INTRODUCTION 
 
In the last decade, the field of automation has been 
interspersed with apparently simple components bor-
rowed from other technical fields, particularly those 
dealing with distributed systems. One of the driving 
forces thereby can be found in the rapid development 
of Ethernet or TCP/IP-based technologies resulting in 
a collapse of prices for the corresponding hard- and 
software. Apparently to that, the miniaturization went 
on as well as distribution of components and the need 
to communicate (not at least triggered by a still grow-
ing complexity of automation control algorithms). 
The hence composed systems aggregate control (i.e. 
automation) systems and network technologies. This 
fusion is called Networked Automation Systems 
(NAS) and represents a structure consisting of a num-
ber of programmable logic controllers (PLCs), several 
sensors and actuators, the network itself, and various 
input-output-Network-Devices.  
 
The use of open communication platforms entails an 
increased and not previously predictable data flow, 
which may induce delays not present in classical 

structures. Furthermore, while the use of wireless 
networks (e.g. WLAN, Zigbee) offers a great oppor-
tunity in terms of variability and miniaturization, it 
adds a potential risk of data loss (loss of data in a 
NAS being defined as the non-arrival of data within a 
given time frame). All in all, this leads to a system 
structure which contains delay times, hard time 
bounds, stochastic distributions, deterministic choice 
connecting physical and computation processes.  
 
There already is some work done to tackle the chal-
lenges yielded by NAS (Dingle et al., 2002 ; Marsal 
et al., 2005). However, these approaches are based on 
simulation, which implies that there is no guarantee 
for a full account of all possible evolutions. Yet, such 
a guarantee is essential for the analysis of NAS. Addi-
tionally, there are several formal approaches, but 
those are unfortunately unable to deal with the system 
structures described above or are restricted to produc-
ing worst case analysis, which can only lead to infea-
sible demands on the system’s hard- and software. 
Therefore, a new modeling approach is proposed 
which can deal with time, stochastic distributions and 
probabilistic choice, namely probabilistic model 
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checking (PMC). When PMC is used for a NAS 
analysis, several advantages as well as disadvantages 
have to be considered. One of the advantages is that 
PMC is certain to cover all possible evolutions of a 
system instead of only a subset as is the case with 
simulation and testing methods. The disadvantages 
are best described by the price to be paid in terms of 
modeling abstractions, assumptions, and computa-
tional limits.  
 
For this work, the considered systems are modeled on 
a discrete version of Probabilistic Timed Automata 
(PTA) and projected to Discrete Time Markov Chains 
(DTMC) by the use of an event triggered variable 
time step (which will be introduced in the next sec-
tion). These DTMCs are integrated for the sake of the 
probabilistic model checking algorithms. The results 
presented within this work are calculated using 
PRISM, a model checker from the University of Bir-
mingham (Kwiatkowska et al., 2002). For further 
illustration of design and consequences, a small, but 
typical NAS-example is given in section 3. Section 4 
furnishes an in-depth explanation of some details of 
the time concept introduced in section 2; a short dis-
cussion follows in section 5. Finally, the concluding 
section 6 gives an outlook on further work. 
 
 

2. MODELING OF TIME 
 
Since physical processes are concerned, the correct 
functioning of the control system depends crucially 
upon real-time considerations. For that reason Alur 
and Dill developed the theory of timed automata 
(Alur and Dill, 1994). Therein, they used a dense-
time representation, where times are represented by 
real numbers with an arbitrary accuracy tolerance up 
to which two numbers are considered as equal. How-
ever, using this approach it is still necessary to inte-
grate different times to result in the same characteris-
tic. This is accomplished through the use of clock 
regions or region graphs (actually the same thing). 
The method of digital clocks suggested by (Henzinger 
et al., 1992) could be used as an alternative to clock 
regions for a successful discretisation. Yet, the ques-
tion arises why the discretisation is not carried out 
earlier in the process. This idea leads to a discrete 
model, which has each state attached with time in-
formation built of discrete and monotonically increas-
ing (mostly integer) numbers. The Analysis of a 
timed system with discrete time creates certain phe-
nomena, such as the problem of finding an appropri-
ate time step and a set of initial states which would at 
least be able to cope with constant time drifts among 
non-synchronized subsystems (Greifeneder and Frey, 
2006b). While in systems where signal changes are 
considered to occur synchronously with a clock signal 
(e.g. digital circuits) the problem of finding an appro-
priate time step is inherent, it still provides a potential 
source for state explosion. When it comes to continu-
ous time physical interfaces (sensors), there is neither 
a lower nor an upper limit to this decision: if, on the 
one hand, a time step which is shorter than necessary 

to exactly model the fastest system change is used, 
the size of the model has the tendency to increase 
exponentially; if, on the other hand, a time step which 
is longer than necessary is applied, information loss 
will occur. One of the most important advantages of 
this modeling approach is that it can be transformed 
easily into an ordinary formal language via the addi-
tion of a new event to the set: a synchronize tick.  
 
Note: It is not necessary to explicitly add the absolute 
clock information to each state as this information can 
be regenerated through a count of the number of 
states on a given path. A discrete time model usually 
requires a strong monotony of the integers represent-
ing the time, but in this case, the use of a fictitious 
time which only needs to be non-decreasing eases this 
restriction.  
 
The time delay between two events is measured as the 
sum of all time steps elapsed between the two of 
them, that is: the point of time of each event is the 
same as its position in a series of states leading from 
an initial to a final state (this is to be called a path). 
To do the discretisation, it is impossible to state pre-
cisely certain about delays. On the other hand, the 
exact occurrence time of most of the signals is of 
lower interest, especially if any digital device forces 
the incidence towards a discrete time axis. Further-
more, it is irrelevant for most purposes whether an 
event A (e.g. the change of a sensors’ value) occurred 
before or after another independent event B (e.g. the 
arrival of a package at a switch). In these cases, it 
really is an advantage (in terms of an enormous de-
crease in state space and calculation time) that only 
the fact that an event occurred within the last time 
step is recorded instead of the exact point of time 
within this time step. The best interpretation of this 
approach is to say that events occur in the specified 
order at real value times, but only the (integer) read-
ings of the time value are recorded. Hence, by the 
way, the system model eliminates the occurrence of 
non-deterministic choice. All in all, this leads to the 
claim that the maximum length of a time step must be 
shorter than the time passing in between two consecu-
tive significant events (a significant event is an event 
which has an influence on other processes in the sys-
tem). From thereon, a modeling approach, which has 
already been successfully used for several case stud-
ies (Greifeneder and Frey, 2006a; 2006b), was de-
rived. Yet, all of them suffered from the state explo-
sion problem which raised exponentially to the cho-
sen time accuracy. Therefore, the originally fixed 
time steps are this time replaced by an event triggered 
time step. This fuses the advantages of the authors’ 
previous discrete time approach and the work done by 
(Alur et al., 1991). As in a DTMC the consecutive 
path only depends on the actual state (that is: the 
momentary state relies solely on the previous one), 
the information about the next time step’s length must 
be determined before this state transition is executed. 
This is the real challenge to be taken up and changes 
the modeling task in a quite fundamental way (as will 
be demonstrated in chapter 4). 
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3. INTRODUCTION OF AN EXAMPLE  
 

3.1. System description 
 
The system under observation (cf. Fig. 1) consists of 
a transport unit, which is driven by a speed controlled 
engine, a drilling unit, and two inductive sensors. 
While the transport unit knows its speed, but is unable 
to determine its own position, the two inductive sen-
sors – indicated with sA

 and sB
 – can only detect when 

a position is reached.  

v

sA sB 0

 
Fig. 1.  Schematic representation of the controlled process 
used for the case study. The aim of the control is to reach a 
given drilling position based on the position of the sensors 
sA and sB. 

The value to be optimized is the position where the 
drill puts the hole. The system is to be understood as 
NAS as illustrated in Fig. 2 (this, of course, is a very 
small example, set up only to demonstrate the capaci-
ties). The two sensors are connected to an IO-card, 
which itself is connected to the network. The network 
is assumed to be wireless TCP/IP-Ethernet based. 
Package loss is not considered; for a discussion on 
that see e.g. (Greifeneder and Frey, 2006a). The IO-
access of the transport unit and the PLC-IO are also 
connected to the network. The PLC is connected to its 
IO-card via a shared memory (that is, incoming data 
will be available for the PLC as soon as it has ar-
rived). The drilling process itself is not included in 
the model.  
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Fig. 2:  Architecture of the Networked Automation System 
used in the case study. 

When the object passes the sensor at sA, this piece of 
information is carried by the network to the PLC-I/O 
card. From there, the value is written into the PLCs 
input buffer via a backplane-bus. Inside the PLC, the 
information is processed, which results in a new set-
ting of an output variable used to slow down the mo-
tor from normal speed to a slow mode. The new out-
put value is transferred via the PLC I/O-card and the 
network to the transport unit. The latter will execute 
the command as soon as the signal arrives. When the 
object passes the sensor at sB, the same procedure (as 
described above for sensor sA) will be accomplished 
except that this time the transport unit will decelerate 
from the actual speed (which might still be larger than 

the slow mode speed, depending on when the ‘start 
decelerate for slow mode’ signal arrived) until it 
stops. After this state is reached, a stop signal is 
passed through the network to the PLC, and after be-
ing processed from there, the drilling command is 
issued. Obviously, by moving the positions of the 
sensors sA and sB, the accuracy of the drilling position 
can be optimized, as well as the time needed for this 
processing task.  

 
3.2. Abstractions and Assumptions 
 

The sensors are assumed to be exact within one 
length unit and the cyclic sensor-reading behavior is 
neglected. Both would add another delay distribution, 
which should be accounted for in a real system. How-
ever, those effects will not add a new phenomenon to 
this discussion (except another increase in calculation 
time). The network itself is assumed to be TCP/IP-
based wireless Ethernet containing an access point 
which acts as a router. Depending on other traffic 
conditions (e.g. signals from other sensors or to other 
actuators), the routing time varies in between one 
(90%) and two (10%) time steps. This corresponds to 
measurements at a lab system which finds most of the 
packages in between one and two milliseconds (i.e. 
one time step can be assumed to equal one millisec-
ond). It is assumed that there is no other disturbance 
or delay within the network. For a discussion on con-
sequences of failures in the network on the delay time 
see e.g. (Greifeneder and Frey, 2005). The PLC uses 
a cycle period of 7 time steps, while its I/O card cycle 
uses 10 time steps. The speed is assumed to be 
24 length units per time step (lu/ts) in the normal 
mode and 4 lu/ts in the slow mode. The first decelera-
tion is assumed to be 2 length units per time step 
square and the second one to be 4 lu/ts². These num-
bers are of an academic nature and designed to guar-
antee that all the state variables will represent an inte-
ger value after each time step. The definition for a 
length unit to be e.g. 0.01 mm with the given time 
step of 1ms results in reasonable values for speed and 
deceleration. 
 
The moment in which the object enters the system is 
of stochastic nature. Since the (minimum) time step is 
fixed, the initial value of the position x has to inherit 
this stochastic character from the time: equally dis-
tributed over all possible initial values, i.e. with the 
initial (normal) velocity of 24 lu/ts the first value after 
entering the system ranges over 24 neighboring val-
ues. While this does not affect the medium end posi-
tion, it has an effect on deviation and spread. It is 
more important for the result that PLC, PLC-I/O, en-
gine and sensors are not synchronized, and therefore 
all possible permutations have to be considered by 
initial states (again, equally distributed). Furthermore, 
it is assumed that the relative time drift in between the 
modules is less than one time step over the total time 
period (i.e. that it is less than 1%). For the following 
discussion, these different initial states will not be 
considered, since they are merely important for the 
correctness of the results, but not for the way in 
which the new approach is built.  
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The influence of the NAS on the velocity-trajectory is 
shown in Fig. 3 for a single value-setting: sA=175, 
sB=5. While the lower curve shows a typical evolution 
for the case that the sensors’ signals act directly on 
the actuators, the upper curve shows the influence of 
the delay caused by the NAS on the positioning prob-
lem. First, both curves are identical until the first sen-
sor is passed. Then, the system without NAS starts to 
decelerate, while the system with NAS still runs on 
high velocity until the signal is passed through the 
network (in this very example this takes 17 time 
steps). Afterwards, the system using NAS also decel-
erates down to vslow.  
This paper focuses on the implementation of the event 
based approach and shows the differences towards the 
formerly used fixed step approach. For a more de-
tailed discussion on the example, its behavior and the 
corresponding PMC-modules see (Greifeneder and 
Frey, 2006c).   
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Fig. 3: Illustration of the velocities of a positioning proc-
ess with direct sensor-actuator coupling in contrast to a 
NAS-system. 

 
4. DETERMINING THE NEXT TIME STEP’S 

LENGTH 
 
Some components in NAS exist more than once, and 
the model of the system has to be scalable in an easy 
way. Therefore, it makes sense to model the different 
components separately and connect them afterwards 
to build the system. This also offers the opportunity 
(or introduces the curse) for each module to deter-
mine its next maximal time step’s length separately 
from all the other modules. As the information about 
the overall length of the next time step must be avail-
able to determine the next state, the conjunction of all 
the modules’ maximal time steps (each of them de-
termined in the actual time step) must be done in be-
tween the current one and the next step. Obviously, 
this could be done by the use of an intermediate step, 
but hence the state space would be increased by an 
exponent of two without any benefit for the system. 
Fortunately, PRISM offers a min-function which re-
turns the minimal value out of a set of values deliv-
ered to the function. This function is used to deter-
mine the next step’s length (dt) within the transition 
guards itself:  
 1 min ( )j

i j idt fdt+ =  (1) 

j
ifdt thereby indicates the maximally possible time 

step forecasted by the jth module on the basis of the 
state at the ith time step. In principle, this forecast is 
produced as the determination of the time necessary 
to reach a state which would trigger a transition 
within the jth module. 
Let us have a closer look at the previously introduced 
example. Five modules are necessary to describe it 
completely: The sensors, the engine, the network (for 
reasons of complexity reduction separated in three 
parts, see below), the PLC, and the associated PLC-
IO. As PRISM makes all (local) variables visible to 
all other modules, all modules know about all vari-
ables in the system (that is, the exact systems state). 
In the following, the different modules will be intro-
duced. 
 

4.1. The sensors’ module 
 

The sensors’ module determines the current position 
of the object and sends a signal each time that one of 
the two sensors is passed as shown in Fig. 4. The 
event dt associated with the diagonal line on the tran-
sition symbolizes the fact that this transition is fired 
synchronously with all the other modules. Note: In 
each module there is always one and only one active 
transition. For a more detailed introduction to the 
automaton representation see (Greifeneder and Frey, 
2006a). 

Dm(x) RsA=true
Dm(x)

RsB=true
Dm(x)

x≥sAdt

dt

x<sA

x≥sBdt

dt

x<sB

 
Fig. 4: Position determination automaton (sensors' mod-
ule). 

Dm(x) symbolizes the determination of the current x-
value (position). The dotted variables stand for the 
velocity and acceleration at the ith time step. 

 2
1

1( )
2i i i iDm x x dt x dt x+ = + ⋅ + ⋅ ⋅  (2) 

If the automaton is in the first state, the maximum 
time which may elapse before a state change occurs is 
the time which is necessary to reach the sA-position 
given the current velocity: 
 Sensor A i

i
i

s xfdt
x
−

=  (3) 

The same equation is used for the state located in the 
middle position of Fig. 4 if the actual acceleration 
equals 0 (using sB instead of sA). If the acceleration 
does not equal 0, the corresponding equation can be 
deduced from equation (2): 
 

 
2 2 ( )
ii i i BSensor

i
i

x x x x s
fdt

x

− ± − ⋅ ⋅ −
=  (4) 

If the right state of the automaton is reached, Sensor
ifdt  

will be set to its maximum value (in PRISM all vari-
ables must be defined by type and range). As a large 
range induces a large state space, it is wise to chose 
the maximum value equaling the maximum result 
possibly occurring from equation (3) respectively (4).  
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Finally, there is an exception to the above equations: 
If a sensor is activated (RsA or RsB set to true), this 
information must be handed over to the network im-
mediately (i.e. maximum one time step).  
 

4.2. PLC and PLC-IO 
 

Both the PLC and its IO module are abstracted from 
ring-counters. Since the counter variables (ct) as well 
as the maximum counter variables (CtMax) are 
known through the system both counters can be im-
plemented as shown in Fig. 5. 

ct:=CtMax

ct:=CtMax-mod(dt-ct,CtMax)

ct:=ct-dtct-dt>0 ct-dt>0

ct-dt=0

ct-dt=0

ct-dt<0

ct-dt<0

dt
dt

dt

dtdt

dt

 
Fig. 5: State transition representation of a ring counter 
(PLC- and PLC-IO-module). 

 

4.3. The networks 
 

As already mentioned, the network is split up into 
three modules. The first one works in the following 
way: it waits until RsA=true is received from the posi-
tion determination module (for reasons of simplifica-
tion, the time for sending a package from the IO to 
the network is assumed to equal one time step). As 
long as this signal is not received, this module simply 
does nothing. In analogy with the sensors’ module, 
the 1Net

ifdt  variable should be set to its maximum 
value. The maximum time delay occurring in the 
network is the sending time of two time steps. Yet, 
this – is not a suitable value to be used as a maximum 
value, for it will be smaller than all other values in 
most of the cases. Therefore, the network modules are 
provided with two variables. One, the already known 
one ( kNet

ifdt ) and second a binary variable (ExNetk) 
which indicates whether or not the first value has to 
be considered by the minimum function given in 
equation (1). kNet

ifdt  in equation (1) therefore is re-
placed by: 
 max( ,500 )kNet

i kfdt ExNet⋅  (5) 
500 is just an arbitrary number. As soon as the 
RsA=true signal is received, ExNet1 is set to 0 and 

1Net
ifdt  is set to the sending time, given by the queue 

length (1 or 2 time steps). As soon as 1Net
ifdt  minus dt 

equals 0, ExNet1 is set back to 1 and the automaton 
waits for RsB=true. Then, the same procedure is re-
peated. Afterwards this first of the three network 
automaton modules has no special task any more.  
 
The remaining two modules are used to implement a 
signal tracking task; for a more detailed discussion on 
this cf. (Greifeneder and Frey, 2006b). To facilitate 
this concept, the downlink from the PLC-IO to the 

engine is modeled separately for each of the two sig-
nals. Hence, both of them have the same functionality 
although they are activated by different sensor signals 
(sA versus sB). The task to be observed is given as 
follows: Wait until the signal got received from the 
uplink network. Then wait until the signal got read by 
the PLC. Wait until the PLC processed the signal and 
finally wait until the PLC-IO has sent the signal to the 
network. Next, the same functionality is implemented 
as already discussed for the uplink module. The first 
waiting procedure already got discussed. The com-
mands to wait for the PLC to read, process and after-
wards write out the signal are implemented by the 
assignment of the actual value (minus dt) of the PLC-
counter to kNet

ifdt  plus the PLC’s cycle time minus 
one (and discount dt as long as 0kNet

ifdt dt− ≤ ). In 
the case of waiting period for the PLC-IOs cycle, the 
assumption is made that the signal will be send when 
the counter equals zero. Therefore kNet

ifdt  is simply 
set to the current value of the corresponding counter.  
 
 

4.4. The engine 
 

The engine-module is probably the most complex 
one. Therefore, it will be introduced in two steps. 
First, the physical behavior will be discussed as visu-
alized in Fig. 6. S1 and S2 represent the events of the 
reception of the information from the PLC that the 
first (respectively the second) sensor has been passed. 
Unless this is not the case, the automaton remains in 
the initial state (bottom left). If S2 is received, the 
automaton changes towards the top mid state. How-
ever, this should not happen in normal operation be-
fore the two remaining bottom states are passed. 
From bottom left to bottom mid S1 must be received. 
From there to bottom right, the velocity has been de-
celerated until the slow mode is reached. If the veloc-
ity equals zero, the top right state will be entered. 

x‘=v0
x“=0

x‘=x‘-x“·dt
x“=B1

x‘=vslow
x“=0   

S1&
!S2

dt

dt

!S1&!S2

x‘≤vslow
&!S2

dt

dt

x‘>vslow
&!S2

dt

dt

x‘=x‘-x“·dt
x“=B2

dt
S2&x‘>0

x‘=0
x“=0

x‘≤0 dt

dt

x‘>0

dt

true

x‘≤0 

x‘≤vslow
&!S2

dt dt

S2 S2

 
Fig. 6: Automaton of the engine. 

The corresponding maximum step time can be deter-
mined as follows. In the first step, it is set to the 
maximum of the defined variable’s range as it only 
has to wait. In the two middle states (bottom and top), 
it is defined as the actual velocity (old velocity plus 
old acceleration times dt) divided by the actual accel-
eration (which equals B1 in the bottom mid and B2 in 
the top mid state): 

 
1

Engine i i i
i

i

x x dtfdt
x +

+ ⋅
=

−
 (6) 

If one of the two remaining states is entered for the 
first time, the change in the acceleration will lead to 
higher velocities in further steps. As this information 
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is important it should be passed on immediately – or 
within one time step. If one of theses states is re-
entered, the maximum time step can be set to its 
maximum value. Note: in general, there should be 
such an information transfer step for each state re-
entered, but in this work, it is only necessary for the 
deceleration to be set back to zero instead of to a 
higher deceleration, as there is no module in the sys-
tem which would suffer from not receiving this in-
formation.  
 

5. DISCUSSION 
 

Fig. 7 shows one possible trajectory of the above ex-
ample. While the solid line with the little rhombi 
represents the calculation points for a constant time 
step of one (summed up, there are 54 of them), the 
big circles represent the calculation points created if a 
variable step width is used. In fact, the number of 
points to be determined could thus be reduced from 
54 to 16.  
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Fig. 7: Position trajectory of the transport unit over time 
for one single initial state. Calculation is done for a con-
stant step size of 0.01ms (solid line) and for a variable step 
size (circles).  

The proposed approach not only reduces the state 
space, but also the time needed for model checking. 
Unfortunately, while the time needed for model 
checking can be reduced, the time needed by PRISM 
to build the matrix of reachable states increases by a 
factor of 80 in comparison with the use of a fixed 
time step width. Therefore, the next aim should be to 
analyze the coding of PRISM and improve the effec-
tiveness of this operation. 
In Fig. 8 the distribution of the drilling position is 
given (sA=699, sB=470). The value of 6‰ at position 
40 means that the probability of a stop in between 39 
and 40 length units is determined to be 6‰. The  
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Fig. 8: Distribution of the final position (step width of 1). 

probability for values outside a range of ±1mm 
(100 length units) can be determined towards 7%, 
outside of ±1.5mm towards 0.21‰. Similar values are 
found for the standard deviation. The medium posi-
tion is -0.09mm. The medium time needed to pass the 
last centimetre is determined to 49.035ms.  

 
 

6. CONCLUSION 
 

In this paper a new approach for probabilistic model 
checking of NAS which uses variable (event trig-
gered) Discrete Time Markov Chains was introduced. 
The next step for this project will be the transition 
towards dense time and a dense representation of 
physical variables. Finally, it would be interesting to 
implement an estimation algorithm able to fully use 
the next state for the estimation instead of an extrapo-
lation from the actual state.  
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